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Abstract
Sensors networks are often constrained by limited power and limited
communication range. If a sensor receives two messages simultane-
ously then they collide and both messages become incomprehensi-
ble. In this paper, we present a simple time division multiple access
(TDMA) algorithm for assigning time slots to sensors and show that
it provides a significant reduction in the number of collisions in-
curred during communication. We present TDMA algorithms cus-
tomized for different communication patterns, namely, broadcast,
convergecast and local gossip, that occur commonly in sensor net-
works. Our algorithms are self-stabilizing, i.e., TDMA is restored
even if the system reaches an arbitrary state where the sensors are
corrupted or improperly initialized.

Keywords: Sensor Networks, Time Division Multiple Access
(TDMA), Broadcast, Convergecast, Local Gossip

1 Introduction

Sensor networks have become popular recently due to their appli-
cation in unattended tracking and detection of undesirable objects,
hazard detection, data gathering, environment monitoring, and so
on. Further, due to their low cost and small size, it is easy to deploy
them in large numbers. However, these sensors are resource con-
strained. Specifically, sensors are constrained by limited power and
limited communication distance. Hence, they need to collaborate
with each other to perform the task at hand.
One of the important problems in sensor networks is message col-
lision. More specifically, if a sensor receives two messages simul-
taneously then they collide and both messages become incompre-
hensible. Also, it is difficult for a sensor to know whether a given
message reached all its neighbors as a message sent by a sensor may
collide at one sensor and be correctly received at another sensor.
To deal with the problem of message collision, approaches like
collision-avoidance and collision-freedom protocols are proposed.
Collision-avoidance protocols like carrier sense multiple access
(CSMA) [1, 2] try to avoid collisions by sensing the medium before
transmitting a message. Another example of collision-avoidance
protocol is carrier sense multiple access and collision detection
(CSMA/CD). CSMA/CD [2] is difficult to use in the context of sen-
sor networks as the collisions are often detected at some receivers
whereas other receivers and sender(s) may not detect the collision.
Collision-freedom protocols like frequency division multiple access
(FDMA), code division multiple access (CDMA), and time division
multiple access (TDMA) ensure that collisions do not occur while
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the sensors communicate. FDMA (e.g., [2]) is not applicable in the
context of sensor networks since the sensors (e.g., University of Cal-
ifornia at Berkeley’s MICA motes [3,4]) are often restricted to trans-
mit only on one frequency. CDMA (e.g., [5]) requires expensive
operations for encoding/decoding a message. Therefore, CDMA is
not preferred for sensor networks that lack the special hardware re-
quired for CDMA and that have limited computing power.
In this paper, we present our TDMA service for sensor networks.
This service is based on the algorithm in [6] and new TDMA algo-
rithms proposed in this paper. Our service ensures collision-freedom
and fair bandwidth allocation among different sensors. Moreover,
since it does not require any expensive operations, it is more appli-
cable to sensor networks
Our TDMA service lets one customize the assignment of time slots
to different sensors by considering the common communication pat-
terns that occur in the application. Specifically, we consider three
commonly occurring communication patterns: broadcast, conver-
gecast, and local gossip. In broadcast, a message is sent to all the
sensors in the network. Broadcast is useful when a base station
wants to transmit some information (e.g., program capsules for re-
programming the sensors [7]) to all the sensors in the network. We
also consider two other communication patterns, convergecast and
local gossip. These algorithms are based on our experience with
Line in the Sand demonstration [8]. In this demonstration, the sen-
sors are arranged in a thick line (grid). When an intruder crosses this
line, the sensors detect it. Now, to classify the intruder, the sensors
that observed the intruder communicate with each other. We con-
sider two ways of classification, internal and external. In an internal
classification, the sensors that detect the intruder communicate with
each other locally. Based on this motivation, we consider the com-
munication pattern, local gossip, where a sensor sends a message to
its neighboring sensors within some distance. In an external classi-
fication, the sensors send their data to the base station that exfiltrates
the data outside the sensor network. Based on this motivation, we
consider the communication pattern, convergecast, where a group of
sensors send a message to a particular sensor.
Another important concern for a communication protocol is the er-
rors in sensor location. Errors are introduced in sensor location due
to misplacement of sensors, or external factors like wind, vehicle
movement, etc. Communication protocols that depend on sensor
location should be able to tolerate this kind of error.
Contributions of the paper. In this paper, we focus on the TDMA
service for sensor networks for different communication patterns.
The main contributions of this paper are as follows.

� We propose new TDMA algorithms for convergecast and local
gossip. And, we show that our TDMA service is collision-
free for broadcast, convergecast, and local gossip. Further, we
show that the collision-avoidance protocols like CSMA suffer
significant number of collisions.
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� We propose TDMA algorithms for different grid topologies.
Specifically, we present TDMA algorithms for rectangular and
hexagonal grids.

� We show that the delay in delivering a message using our
TDMA algorithm in all three communication patterns is within
acceptable limits of the application requirements. We note that
the collision-avoidance protocols may provide lesser delay for
some messages, but the percentage of messages delivered is
often significantly less than ����.

Organization of the paper. The rest of the paper is organized as
follows. In Section 2, we discuss the work related to TDMA proto-
cols for sensor networks. Then, in Section 3, we present new TDMA
algorithms for different communication patterns and topologies. In
Section 4, we introduce the simulation model and present the simu-
lation results. Finally, we make concluding remarks in Section 5.

2 Related Work

In this section, we discuss the related work on TDMA-based MAC
protocols in sensor networks. TDMA protocols can be classified
as randomized (e.g., [9–11]) and and deterministic protocols (e.g,
[6, 12]).
In [9], whenever a collision occurs during startup (synchronization
phase), exponential backoff is used for determining the time to trans-
mit next. The complexity of this algorithm is ����, where � is the
number of system nodes. One of the important assumption in [9] is
that each node has a unique message length. In [10, 11], initially,
nodes are in random-access mode and TDMA slots are assigned to
the nodes during the process of network organization. By contrast,
in our work, the length of messages from different nodes can be
equal (upto a maximum), the complexity is ���� where � is the
diameter of the network, and deterministic startup algorithm is used
to assign time slots to different sensors.
In [12], Arisha et al propose a clustering scheme to allot time slots
to different sensors. Each cluster has a gateway node. The gate-
way node informs each sensor in its cluster about the time slots in
which the sensors can transmit messages and also, the time slots in
which the sensors should listen. In this algorithm, slot assignment is
performed by the gateway and communicated to different sensors.
Collision-free communication algorithm proposed for rectangular
grids by Kulkarni and Arumugam in [6] uses the notion of commu-
nication and interference range. Specifically, the algorithm assumes
that the communication range is 1, i.e., a sensor can communicate
with certainty with nodes that are its neighbors. And, the interfer-
ence range is assumed to be �, i.e., if � receives messages from �

and � such that �, � are within (rectangular grid) distance � of � then
they collide.
In this program, initial slots are determined using the diffusion ini-
tiated by the sensor at the left-top position in the grid. Whenever
a sensor receives the diffusion message from its left (respectively,
top) neighbor, it forwards the message after � (respectively, � � �)
slot(s). Once the initial slots are determined, the sensors can trans-
mit messages once in every � ��� � ��� � � subsequent slots.
The TDMA algorithm in [6] is designed for broadcast, where the
base station sends some information to all sensors on a rectangu-
lar grid. By contrast, the algorithm introduces significant delay for
other communication patterns. Further, in [6], the effect of errors
in sensor location is not addressed. In this paper, we propose new
TDMA algorithms for two other commonly occurring communica-
tion patterns, convergecast and local gossip. We present simulation

results that compare CSMA based algorithm with these algorithms
and the algorithm in [6]. Also, we present new TDMA algorithms
for hexagonal grids.

3 Algorithms for TDMA Service

In this section, we present TDMA algorithms for different commu-
nication patterns on a rectangular grid and a hexagonal grid. To-
wards this end, in Section 3.1, we first state the system model and
identify the assumptions made in this paper. Next, in Section 3.2,
we discuss the TDMA algorithm for convergecast, and in Section
3.3, we discuss the TDMA algorithm for local gossip; these algo-
rithms assume that the topology is a rectangular grid. In Section
3.4, we present the algorithms for hexagonal grid. For reasons of
space, we relegate the proofs of these algorithms as well as exten-
sion of these algorithms for triangular grids to [13]. Also, we refer
the reader to [13] for the extension of these algorithms to deal with
failed/sleeping sensors.

3.1 Model and Assumptions

We assume that the sensors are arranged in a rectangular or hexago-
nal grid and that each sensor knows its location in this grid. Further,
we assume that each sensor has a communication range and an in-
terference range. Communication range is the distance upto which
a sensor can communicate with certainty/high probability. Interfer-
ence range is the distance upto which a sensor can communicate, al-
though the probability of such a communication may be low. How-
ever, if � receives another message while � is sending a message,
it is possible that collision between these two messages can prevent
� from receiving either of those messages. Based on the definition
of the interference range, it follows that it is at least equal to the
communication range. Also, we assume that the sensors are aware
of their communication range and interference range.

3.2 TDMA Service for Convergecast

We recall that the TDMA algorithm from [6] (cf. Section 2) is suit-
able for broadcast. Hence, we use this algorithm for the case where
TDMA service is customized for broadcast. However, the algorithm
in [6] introduces a significant delay for convergecast, where a group
of sensors send data (for example, information about the activities
of an intruder in the field [8]) to the base station.

To reduce the delay for convergecast, we change the slot assignment
as follows: If � receives a message from its left neighbor then it
chooses to transmit the diffusion in ������ slot (in circular sense).
In other words, � transmits in the �� � ���� slot, where � (=�� �
�����) is the interval between slots assigned to a sensor and � is the
interference range of the sensors. If � receives a message from its
top neighbor then it transmits in the ���������� slot. (For example,
see Figure 1 for slot assignment for the case where � � �.) After the
first slot is determined, the sensors can then transmit once in every
� slots.

As we can see from Figure 1, when a sensor transmits a message that
is to be relayed by sensors closer to the base station (left-top sensor),
such a relay introduces only a small (respectively, no) delay. Thus,
the TDMA algorithm customized for convergecast is as follows:
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const � ��� � ��� � �;
// Initial slot assignment for convergecast
When sensor � receives a diffusion message from �

if (� is west neighbor at distance �)

transmit in the � � ������ slot.
else if (� is north neighbor at distance �)

transmit in the � � ���� � ����� slot.
else // duplicate message

ignore

// TDMA algorithm for convergecast
If sensor � transmits a diffusion message at time slot �� ,

� can transmit at time slots, �� � � � � � �� � � � � .

Legend

Sensors in communication range of <0, 0>

Sensors in interference range of <0, 0>

37,47,57 36,46,56 35,45,55 34,44,54

44,54,64 32,42,5233,43,53 41,51,61

37,47,5738,48,5840,50,60 39,49,59

Figure 1. TDMA slot assignment for convergecast where
communication range=1, interference range=2. The number as-
sociated with each sensor denotes the time at which it can send
a message. Some initial slots are not shown.

3.3 TDMA Service for Local Gossip

For local gossip, we increase the value of the period (� ) to ���� �
��� � ��, twice the previous value. With this increased value, each
sensor gets two slots (even and odd) in this period. Let the slots
assigned to the initiator be � and ���. To simplify the presentation,
let us assume that the initiator starts a diffusion in its even or the ���

slot. When � receives the diffusion from its left neighbor, it chooses
the slot that is � higher than that used by the left neighbor. Likewise,
when � receives the diffusion from its top neighbor, it chooses the
slot that is ��� � �� higher than that used by the top neighbor. (For
example, see Figure 2 for slot assignment for the case where ���.)

47,52,67,72

41,58,61,7847,52,67,72

46,53,66,73

40,59,60,79 42,57,62,77

48,51,68,71

45,54,65,74

44,55,64,75

49,50,69,70

43,56,63,76

46,53,66,73

Legend

Sensors in communication range of <0, 0>

Sensors in interference range of <0, 0>

Figure 2. TDMA slot assignment for gossip where commu-
nication range=1, interference range=2. The number associated
with each sensor denotes the time at which it can send a mes-
sage. Some initial slots are not shown.

In our solution for gossip, whenever sensor � transmits in the even
slot, say ��, it can also transmit in ��� ������� ��� � , the odd
slot. Thus, the TDMA algorithm customized for local gossip is as
follows:

const � ����� � ��� � ��;
// Initial slot assignment for local gossip
When sensor � receives a diffusion message from �

if (� is west neighbor at distance �)
transmit after � slots.

else if (� is north neighbor at distance �)
transmit after ��� � �� slots.

else // duplicate message
ignore

// TDMA algorithm for local gossip
If sensor � transmits a diffusion message at time slot �� ,

� can transmit at time slots,
�� � � � � � �� � � � ��

���������� ��	
 � � � � � � .

Observe that if the algorithm in 2 is used for broadcast (respec-
tively, convergecast), the delay is larger than the case where TDMA
is optimized for broadcast (respectively, convergecast). In spite of
this deficiency, the TDMA service provides substantial benefits for
broadcast and convergecast even if it is customized for local gossip.
To see this, observe that if a sensor wants to transmit a message in
any given direction (east, west, north, south, southeast, southwest,
northeast, or northwest) then sensors that receive that message can
forward it with a small delay. Thus, even if the communication pat-
tern is unknown or varies with time, customizing the TDMA service
for local gossip provides a significant benefit for other communica-
tion patterns.

3.4 Hexagonal Grids

Consider a hexagonal grid network where a sensor can communi-
cate with its distance � neighbors and interfere with its distance �
neighbors (cf. Figure 3). We assume that the initiator of the diffu-
sion, which assigns the initial slots to the sensors, is located at the
left-most corner on the left-top hexagon in the network (cf. Figure
3).
From Figure 3, we observe that whenever the initiator transmits,
sensors located at the top (say, �) and bottom (say, �) of the initiator
at geometric distance � from the initiator can transmit next. How-
ever, if both these sensors transmit simultaneously then collision
occurs at the initiator. Hence, we proceed as follows: whenever �
receives the diffusion message from the initiator, it retransmits the
message after � slot. Likewise, whenever � receives the diffusion
message from the initiator, it retransmits the message after �� slots,
where � is the interference range of the sensors. Further, whenever
a sensor receives a message from its neighbor on the straight edge
(cf. Figure 3), it forwards the message after � slot.
Once the initial slots are assigned, each sensor can determine future
slots based on the time it forwards the diffusion message. For a
hexagonal grid, the period between successive slots, � � �����
��� � �

�
��� suffices. Thus, the TDMA algorithm for hexagonal

grids is as follows:

const � ����������
�
�
���;

// Initial slot assignment for hexagonal grids
when sensor � receives a diffusion message from �

if (� is at distance � in the same level
(i.e., � � � is a straight edge))

transmit after � slot.
else if (� is at distance � in the lower level)

transmit after � slot.
else if (� is at distance � in the upper level)

transmit after �� slots.
else // duplicate message

ignore

// TDMA algorithm for hexagonal grids
If sensor � transmits a diffusion message at time slot �� ,

� can transmit at time slots, �� � � � � � �� � � � � .

1,15

0,14

Sensors in interference range of initiator

Sensors in communication range of initiator

Initiator

Legend4,18

7,21

17,31

14,28
15,29

10,24

11,25

13,27
14,28

13,27

9,23
12,26

15,29

20,34

16,30

12,26

5,19

2,16

6,20

8,22 9,23

8,22

Figure 3. TDMA slot assignment in hexagonal-grid network
where communication range=� and interference range=�. The
number associated with each sensor denotes the time at which it
can send a message. Slots for some sensors are not shown.
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Remark. We note that the above algorithm is customized for broad-
cast. Similar to the algorithms in Section 3.2 and 3.3, we can also
customize the TDMA service on a hexagonal grid for convergecast
and local gossip.

4 Simulation of TDMA Service
In this section, we present simulation results for our TDMA algo-
rithms using prowler [14], which allows one to simulate arbitrarily
large number of sensors (especially MICA motes). Specifically, in
Section 4.1, we present the simulation model and in Section 4.2, we
present the results.
We note that we have also implemented the TDMA service in the
University of California at Berkeley’s MICA motes [3, 4]. For rea-
sons of space, we refer the interested reader to http://www.
cse.msu.edu/˜sandeep/software for the middleware ar-
chitecture of our implementation in MICA motes and for the corre-
sponding downloadable code.

4.1 Simulation Model

In this section, we discuss the simulation model of the experiments.
We use a probabilistic wireless network simulator, prowler [14].
Using prowler, one can prototype different sensor network applica-
tions, radio/communication models, propagation models and topol-
ogy. For our TDMA simulations, we use the radio/communication
model that is based on the algorithms in Section 3. To compare
our algorithms with the existing implementation, we use the default
radio models (CSMA and ‘no mac layer’) provided by prowler. Fi-
nally, the underlying topology is a rectangular grid where the base
station is in one corner of the grid.
Now, we discuss the simulations we performed in the context of
these communication patterns. Then, we discuss the simulations we
performed to study the effect of location errors.
Broadcast. The base station (sensor at left-top corner) initiates
a broadcast. It sends the broadcast message to its neighbors in the
communication range. Whenever a sensor receives the broadcast
message for the first time, it relays it (for sensors farther from the
base station). We conduct the broadcast simulations for different
network sizes. In these simulations, we consider the following met-
rics: maximum delay incurred in receiving the broadcast message,
number of sensors that receive the broadcast message, and number
of collisions. Since CSMA (respectively, no MAC layer) does not
guarantee reception by all sensors, we also consider the delay when
a certain percentage of sensors receive the broadcast message. Re-
garding collisions, we compute the ratio of the number of collisions
to the number of messages. Note that this ratio can be greater than
1 as one message can potentially collide at several sensors.
Convergecast. For convergecast, a set of sensors send a mes-
sage to the base station (approximately) at the same time. In our
experiments, we keep the network size fixed at 10x10. We choose a
subgrid of varying size; sensors in this subgrid transmit the data to
the base station. We assume that the subgrid that sends the data to
the base station is in the opposite corner from the base station. For
these simulations, we compute maximum delay incurred for receiv-
ing messages at the base station, the percentage of sensors whose
messages are received by the base station and the number of colli-
sions.
Local gossip. In local gossip, a subgrid of nodes send the data.
The goal is to transmit the data from these sensors to the sensors in
the subgrid and the neighbors of the sensors in the subgrid. Thus,

local gossip is applicable in locally determining the set of sensors
that observed a particular event. In our experiments, we keep the
network size fixed at 10x10. And, we choose different sizes of sub-
grids; sensors in this subgrid transmit the gossip messages. For these
simulations, we compute the average delay incurred for receiving
messages at the nodes that are expected to receive the local gossip
and number of collisions.
Location errors. We introduce location errors in the sensors as
follows. Let �� be the distance a sensor is perturbed from its ideal
location, and �� be the angle of perturbation. The error distance
�� is determined using the normal distribution ���� ��, where �

is the mean error distance and � is the standard deviation of ��.
Thus, the error in location on ��� of the sensors is in the range
������� �����. Hence, to determine the topology, we increase
the physical communication range by �� ��. However, the commu-
nication and interference range used by the algorithm is �. For small
perturbations (i.e., �����), increasing the physical communication
range is sufficient to ensure that the network is connected. However,
for larger perturbations (i.e, �� ���), if the communication and in-
terference range used by the algorithm is �, number of collisions
increase significantly. Hence, we need to increase the interference
range that the algorithm uses, say, to �.

4.2 Simulation Results

In this section, we present the simulation results that compare the
TDMA algorithms with the case where CSMA is used and with the
case where no MAC layer is used. In these simulations, the com-
munication and interference range is �. We first present our results
for broadcast. Then, we consider convergecast and local gossip. Fi-
nally, we consider the issue location errors. Based on the values used
in [8], in convergecast and local gossip, the TDMA service groups
upto 	 messages in the queue into a single message before trans-
mitting. For reasons of space, the results for different interference
ranges and different grouping factors, are relegated to [13].

4.2.1 Broadcast
In Figure 4, we present our simulation results for broadcast. Fig-
ure 4(a) identifies the number of collisions that occur in different
algorithms. As expected, TDMA is collision free for all network
sizes. By contrast, in CSMA, about 10% of messages suffer from
collisions. However, if no MAC layer is used then the number of
collisions is more than the number of messages sent. This is due to
the fact that one transmitted message often collides at more than one
sensor.
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Figure 4. Results for broadcast with communication
range=1, interference range=1

Figure 4(b) identifies the maximum delay incurred in receiving
broadcast messages. Since all sensors may not receive the broad-
cast message when CSMA is used, we consider the delay when a
certain percentage, 80-100%, of sensors receive the broadcast mes-
sage. As we can see, the delay in TDMA based schemes is only
slightly higher.
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Figure 4(c) identifies the number of sensors that receive the broad-
cast message. We find that with CSMA/TDMA, all sensors receive
the message. However, without the MAC layer, the number of sen-
sors that receive the message is less than 50%.

4.2.2 Convergecast
In Figure 5, we present our simulation results for convergecast. Fig-
ure 5(a) identifies the number of collisions that occur in different
algorithms. As we can see from Figure 5(a), although the TDMA
based solution is collision free, there are a significant number of
collisions with CSMA. Regarding delay, as we can see from Fig-
ures 5(b) and 5(c), the delay incurred by TDMA is reasonable and
that the base station receives all the messages sent by the sensors.
By contrast, with CSMA, approximately 50% of the messages are
received when the number of sensors sending the data to the base
station increases.
We note that the number of collisions without the MAC layer is
significantly more than that for CSMA/TDMA. The number of col-
lisions decrease as the size of the field sending data increases. This
anomaly occurs due to the fact that when the number of sensors that
start the convergecast is more, many of their messages fail on the
first few links. Effectively, this reduces the number of collisions as
collisions occur only on initial links. In fact, as we can see from
Figure 5(c), without MAC layer, no data reaches the base station.
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Figure 5. Results for convergecast with communication
range=1, interference range=1

4.2.3 Local gossip
In Figure 6, we present our simulation results for local gossip. Fig-
ure 6(a) identifies the number of collisions as the size of the group
performing local gossip increases. As we can see, CSMA based so-
lution suffers significant collisions whereas TDMA based solution is
collision free. Note that the percentage of collisions decrease as the
size of the group performing local gossip increases. As discussed in
the case of convergecast, this is due to the fact that with increased
communication, many messages create collisions in the initial part
of the gossip communication and then they are lost. Also, as seen
from Figure 6(b), the delay in TDMA is slightly more than that in
CSMA. However, unlike TDMA where all expected sensors receive
the gossip messages, in CSMA, such sensors receive approximately
50% of messages.
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Figure 6. Results for local gossip with communication
range=1, interference range=1

4.2.4 Effect of Location Errors
In our location error experiments, we find that even if the sensors
are perturbed from their ideal position, the results are close to those
presented earlier if the perturbation is small and the communication
range is increased so that the network remains connected. As men-
tioned in Section 4.1, the geometric distance of a sensor from its
ideal location is chosen by the uniform distribution ���� ��. For
� � ���, we let interference range to be equal to 1 and for � � ���,
we let the interference range to be equal to 2. In our simulations,
� takes the following values: ��� � ��� and � takes the following
values: ���� ���.
Broadcast. In Figure 7, we present the simulations results for
broadcast with location errors. Figure 7(a) identifies the percentage
of collisions during broadcast. As we can see, when � increases, the
number of collisions increases. However, the collisions are within
��. Figure 7(b) identifies the maximum delay involved in deliver-
ing the broadcast message to all the sensors. We can note that the
delay is within ��� when compared to the case where no location
errors are introduced. Finally, Figure 7(c) identifies the number of
sensors receiving the broadcast message. As we can observe, all the
sensors receive the message except for the case where ����� and
� � ���. Even in this case, more than �	� of the sensors receive
the broadcast message. Table 1 shows the percentage of collision
for the case where � � ��� and interference range=�. As we can
observe, the percentage of collisions is small with increased inter-
ference range.
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Figure 7. Results for broadcast with location errors

Convergecast. In Figures 8(a) and 8(b), we present the simula-
tion results for convergecast with location errors. Figure 8(a) iden-
tifies the number of collisions during the message communication.
We note that, as the error in sensor location increases, collisions
increase. Further, as observed earlier, the collisions are within ac-
ceptable limits, i.e., within 
�. Figure 8(b) identifies the average
delay involved in delivering the convergecast messages to the base
station; the average delay is within �� when compared to the case
where were no location errors are introduced. Further, similar to
the case where no location errors are present, the base station re-
ceives all the convergecast messages. Moreover, if the mean error
distance increases, we can keep the percentage of collisions small
by increasing the interference range (cf. Table 1).
Local gossip. In Figures 8(c) and 8(d), we present the simulation
results for local gossip with location errors. Similar to the observa-
tions made earlier in this section, from Figure 8(c), we observe that
the number of collisions during message communication is small
(i.e., within ��). Further, the delay involved in delivering the local
gossip messages is within ��� when compared to the case where no
location errors are introduced. Finally, all the local gossip messages
are delivered to the group that expects such messages. Moreover,
if the mean error distance increases, we can keep the percentage of
collisions small by increasing the interference range (cf. Table 1).
From these simulations, we conclude that the location errors do not
significantly affect the performance of our TDMA service.
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Figure 8. Results for convergecast and local gossip with
location errors

Table 1. Results for � � ���, � � ���, and interference
range��

Broadcast
Network
Size

% of Collisions

25 0
100 5
225 6.8

Converge-cast Local Gossip
Field
Size

% of Collisions % of Collisions

4 9.6 4.9
9 8.8 7.1
16 11.7 7.5
25 11.5 6.6

5 Conclusion

In this paper, we presented a TDMA service for sensor networks.
As shown in Section 4.2, the service ensures that communication
among sensors is collision free. By contrast, previous CSMA based
techniques suffer significant collisions.
We considered three types of communication patterns, broadcast,
convergecast and local gossip, which occur frequently in sensor net-
works. We showed how the TDMA service could be customized for
each of the communication patterns. As discussed in Section 3, we
recommend that if the application requirements are unknown, then
the TDMA service for the local gossip be used as the solution for
local gossip provides substantial benefit to broadcast and converge-
cast.
Our solution assumes that the underlying topology is a grid and that
each sensor is aware of its location in the grid. We showed that
even if the sensor location is perturbed, the TDMA service ensures
that the number of collisions is small. Further, we note that it is
possible to extend our TDMA service for the case where the under-
lying topology is not a grid or where some sensors have failed or are
sleeping. For reasons of space, we refer the reader to [13] for these
extensions.
We have combined the TDMA algorithms proposed in this pa-
per with previous algorithms on clock synchronization (e.g., [15]).
TDMA and clock synchronization complement each other. TDMA
is useful in ensuring that messages sent for clock synchronization
do not collide. And, clock synchronization helps to reduce the clock
drift and to ensure that the clock drift does not cause TDMA slots
of nearby sensors to overlap.
The TDMA algorithms proposed in this paper use a simple routine
such as diffusing computation to (re) validate the slots assigned to
a sensor. Further, our algorithms are stabilizing fault-tolerant [16]
and, hence, as long as the initiator of the diffusing computation does
not fail, the algorithm can recover from states where sensors are
improperly initialized or slots assigned to sensors are corrupted or
sensors have arbitrary clock drifts. This is achieved by requiring
that a sensor freeze (i.e., stop transmitting messages) temporarily
if it does not receive the required revalidation message. When the

revalidation message is received, it can then continue to function
correctly. This ensures (cf. [13]) that eventually the revalidation
messages will reach all sensors without collisions.
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